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Abstract A new paradigm in benchmark absorption-scattering radiative transfer is presented that enables
both the globally averaged and spatially resolved testing of climate model radiation parameterizations in
order to uncover persistent sources of biases in the aerosol instantaneous radiative effect (IRE). A proof of
concept is demonstrated with the Geophysical Fluid Dynamics Laboratory AM4 and Community Earth
System Model 1.2.2 climate models. Instead of prescribing atmospheric conditions and aerosols, as in prior
intercomparisons, native snapshots of the atmospheric state and aerosol optical properties from the
participating models are used as inputs to an accurate radiation solver to uncover model-relevant biases.
These diagnostic results show that the models’ aerosol IRE bias is of the same magnitude as the persistent
range cited (~1 W/m2) and also varies spatially and with intrinsic aerosol optical properties. The findings
underscore the significance of native model error analysis and its dispositive ability to diagnose global biases,
confirming its fundamental value for the Radiative Forcing Model Intercomparison Project.

1. Introduction

Aerosol radiative forcing and its uncertainty have been implicated as major drivers in the persistently large
range in radiative forcing that is reported by climate models (Andreae et al., 2005; Ramanathan &
Carmichael, 2008) and in the challenges that climate models have faced in reproducing observed tempera-
ture records (Boucher et al., 2013; Santer et al., 2014; Solomon et al., 2011; Stevens, 2015). The climate models
reporting results for the Fourth and Fifth Assessment Reports of the Intergovernmental Panel on Climate
Change exhibited a direct forcing by natural and anthropogenic aerosols that ranged from �0.90 to
+0.10 W/m2 (Forster et al., 2007) and from�0.85 to +0.15 W/m2 (Myhre et al., 2013), respectively. This persis-
tently large range of aerosol radiative forcing, and lingering questions about its sign between Coupled Model
Intercomparison Project—Phase 3 (Meehl et al., 2007) and Phase 5 (Taylor et al., 2012) models (CMIP3 and
CMIP5, respectively), imply that diagnostics of climate sensitivity over the 1850–2005 historical period are
hampered by an imprecise understanding of forcing agents (Stouffer et al., 2017). The ~1°C of warming seen
over that period might be due to large negative aerosol forcing in a high-sensitivity climate or small aerosol
forcing in a low-sensitivity climate.

Given the spatial, temporal, and optical heterogeneity of atmospheric aerosols, their actual contribution to
forcing is particularly challenging to quantify. Therefore, a systematic evaluation of the impact on simulated
climate across the diversity of aerosol distributions resulting from the same experiment is necessary to make
substantial progress in resolving this persistent ambiguity in climate sensitivity. To do this, we will evaluate
aerosol instantaneous radiative effect (IRE) within models, which is defined as the change in direct, unadjusted
radiative flux that would result from instantaneously removing all aerosol (i.e., both natural and anthropogenic)
from the atmosphere. IRE differs from direct aerosol instantaneous radiative forcing (IRF), which is normally
defined as the impact of only anthropogenic aerosol since 1850 (Myhre et al., 2013). Numerous efforts have
been undertaken to examine causes of the spread in IRE or IRF by prescribing aerosol perturbations to each
participant model (Mann et al., 2014; Randles et al., 2013; Shindell et al., 2013; Stier et al., 2013). As part of
AeroCom, prescribed aerosols were applied to explore the role of radiative transfer (Randles et al., 2013), model
component uncertainties (Stier et al., 2013), and microphysics (Mann et al., 2014) in determining IRE error.
Additional multimodel exercises with prescribed emissions or climatologies are planned with AerChemMIP
(Collins et al., 2017) and the Max Planck Institute Aerosol Climatology (Kinne et al., 2013; Stevens et al., 2017).
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However, these studies show a large multimodel range in aerosol IRE, and it is difficult to know what
portion of this range in aerosol IRE is due to uncertainty in model-specific aerosol, meteorology, and
surface albedo properties and their distributions, and what portion is due to error in the radiative parame-
terizations. While these studies have identified potential sources of model error, bridging the gap to error
reduction in the model remains a challenge. In that spirit, we have developed a new paradigm for diag-
nosing model error due to radiative parameterization that relies on neither a handful of often-idealized
profiles nor a climatology prescribed for all participating models. Rather, we request and evaluate detailed
diagnostics from participating models as they are run in support of regular contributions to the CMIP
archive. We do this to understand model error in aerosol IRE for aerosol conditions native to the model.
The schematic in Figure 1 shows this process and how it compares to the previous approaches for deter-
mining aerosol IRF.

The large computational expense associated with running a benchmark code on more than just a few
sample columns has generally precluded a global benchmark evaluation of general circulation model
(GCM) results. However, recent increases in computational power make it possible to run these
benchmarking codes globally on a GCM’s native grid with that GCM’s predicted distributions of meteor-
ology and aerosols. This enables a new, rigorous, and comprehensive approach to quantifying the radia-
tive transfers errors associated with the wide variety of aerosols and climate conditions in that GCM. The
goal of this work is to characterize the radiative parameterization error on aerosol IRE for each participant
model; this will provide modeling centers with the detailed information necessary to uncover sources
of error.

This goal is accomplished by running a line-by-line model coupled to an absorbing and scattering multi-
stream radiative transfer solver at every grid point for each GCM on select preindustrial and present dates.
The individual model benchmark calculations when compared to that model’s native calculations will eluci-
date that model’s radiative parameterization error, which can then be used by the modeling center to deter-
mine the relationship between error and the representation of aerosols in the model. Here we will
demonstrate preliminary results from this new paradigm of radiative parameterization error quantification
of aerosol IRE, especially relative to other approaches, for two sample models: the AM4 model (Donner
et al., 2011; Zhao et al., 2016) from the National Oceanic and Atmospheric Administration’s Geophysical
Fluid Dynamics Laboratory and the National Center for Atmospheric Research’s Community Earth System
Model (CESM) 1.2.2 (Hurrell et al., 2013). The novel diagnostics produced, coupled with the expertise of each
modeling center, will help narrow the persistently large range in aerosol forcing across the
multimodel ensemble.

Figure 1. Flow charts comparing approach presented here to traditional approaches. The traditional approach uses a set of idealized experiments that yield a cor-
responding set of idealized errors and associated diagnostics with an unclear relationship with actual model forcing errors. The presented approach, by which
models are tested using standard experiments and run natively, reveals the model’s native forcing errors.
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2. Materials and Methods: Benchmark Setup

The atmospheric, aerosol optical, and boundary conditions involved in
internal computation of spectral fluxes as well as the internally
computed cloud-free solar fluxes with and without aerosols are
produced by each GCM for the spring equinox to ensure global solar
illumination, with both models driven by “present-day” aerosol emis-
sions from CMIP5. The distributions of gas concentrations, temperatures,
pressures, and geometric thicknesses are input into a line-by-line (LBL)
radiative transfer model, the Reference Forward Model (RFM) (Dudhia
et al., 2017) to compute gaseous optical depths. RFM queries the
HITRAN 2012 spectral database (Rothman et al., 2013) to acquire line
strengths at high resolution then reports optical depths at 1 cm�1 reso-
lution over a spectral range of 1 to 50,000 cm�1. This reporting resolu-
tion has less than 0.1% impact upon the aerosol IRE compared to
10�4 cm�1 resolution. Those gaseous optical depths, along with aerosol
optical depth (AOD), single-scattering albedo (SSA), asymmetry para-
meter, and boundary conditions from the GCM, are then input to a
benchmark quality multistream, doubling and adding solver
(Freidenreich & Ramaswamy, 2005; Ramaswamy & Freidenreich, 1991).
The solver was run with 16 streams since results converged to within
0.001 W/m2 of the 32 stream solution. Radiative transfer calculations
are performed at every grid point on instantaneous output. Since grid

point radiative calculations are independent, the global LBL calculations can easily be parallelized. To
calculate global LBL fluxes for a single time step requires about 8,000 computational hours. This method
will be used for the Radiative Forcing Model Intercomparison Project-Aerosol Instantaneous Radiative
Forcing Component (RFMIP Aerosol-IRF) (Pincus et al., 2016), an endorsed CMIP6 model intercomparison
project (Eyring et al., 2016).

The fluxes for all time steps are averaged together to create daily average fields both with and without
aerosols. To calculate aerosol IRE the fluxes without aerosols are subtracted from the fluxes with aero-
sols for three quantities: the net upward flux at the top of atmosphere (TOA), the flux absorbed in the
atmosphere, and the downward flux at the surface. To calculate the error in aerosol IRE, we subtract
each GCM’s benchmark solution from its internal radiative parameterization calculation of aerosol IRE.
Both parameterizations tested here use a two-stream Delta-Eddington approximation and have 10–20
spectral bands for solar radiation. The result represents the error due to the GCM radiative transfer para-
meterization, since inputs to the benchmark solution are identical to inputs to the native
radiative calculations.

This setup has been benchmarked and validated against the Continual Intercomparsion of Radiation Codes
(CIRC) (Oreopoulos et al., 2012). Specifically, we compared the results of RFM against the Line-by-Line
Radiative Transfer Model (Clough et al., 2005; Moncet & Clough, 1997) under cloud-free and cloud-free,
aerosol-free conditions. We found differences in top of atmosphere, upwelling diffuse, and surface downwel-
ling direct and diffuse radiation are less than 1 W/m2 across the entire spectrum which can be largely attrib-
uted to updates in spectroscopy (e.g., Rothman et al., 2013) that have occurred since the CIRC
benchmark results.

3. Results

Aerosol IRE and its error have been quantified for interim versions of two climate models that are planning to
participate in CMIP6: AM4 and CESM 1.2.2. Since neither aerosol properties nor their distribution has been
prescribed, a unique benchmark is created for each model. The errors characterized here arise only from
the radiative parameterization’s handling of radiative transfer and not from errors in aerosol distribution,
emission, concentration, or conversion from physical properties to optical properties or the representation
of surface albedo. Visualization of these benchmark diagnostics are presented both globally and as a

Figure 2. Aerosol IRE error metrics at top of atmosphere, within atmosphere
absorption, and at the surface for AM4 (blue) and CESM (orange). Errors
averaged over four sample columns (light colors) are shown relative to true
global mean global errors (dark colors).
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function of aerosol optical properties, neither of which were available in previous studies, allowing for
hypothesis formulation of error sources.

The global nature of these benchmarks allows for a comprehensive error diagnostic calculation, where the
average error in TOA, surface, and atmospheric absorption aerosol IRE is a true global daily average, not
just the average of a few columns. This paradigm stands in contrast to the last two major intercompari-
sons of aerosol IRE errors among GCM radiative parameterizations. CIRC (Oreopoulos et al., 2012) had four
single-column cloud-free cases with and without aerosols, while AeroCOM (Myhre et al., 2012) compared
either a scattering aerosol or an absorbing aerosol at two zenith angles also giving a total of four single-
column cases. To demonstrate the problems associated with using a limited number of cases to diagnose
errors in aerosol IRE, we randomly select four cases from a single time step of the CESM model: two with
low zenith angle (one low aerosol and one medium aerosol case) and two with high zenith angle (one
medium and one high aerosol case). In Figure 2 the average error from these four selected profiles
and globally and diurnally averaged error are included for CESM 1.2.2 and AM4. At TOA for AM4 and sur-
face for CESM even the sign of the global, daily average error is not captured by the sample average. In
addition to better sampling the diversity of meteorological and aerosol conditions, the spatial pattern of
error can be explored to provide context and variability for the global average error. These errors are illu-
strated globally in Figures 3 and 4 and reveal the extent of the information that is lost by using only a
small number of cases.

Figure 3. Diagnostics of aerosol IRE and error for GFDL AM4. (a) Diurnally averaged shortwave aerosol IRE for net upward flux at the TOA for vernal equinox, 2005.
(b) Error in Figure 3a defined as AM4minus benchmark calculations. (c) Same as Figure 3a but for atmospheric absorption. (d) Same as Figure 3b but for atmospheric
absorption. (e) Same as Figure 3a but for downward flux at surface. (f) Same as Figure 3b but for downward flux at surface.
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3.1. Spatial Distribution of IRE Error

The spatial patterns of aerosol IRE and associated error for the AM4 and CESM benchmark calculations for net
upward flux at the top of the atmosphere, atmospheric absorption, and downward flux at the surface are
shown in Figures 3 and 4. They reveal the spatial heterogeneity of aerosol IRE, arising from the variety of
meteorological and aerosol conditions. For example, over the Sahara and Arabian Desert regions and nearby
waters, the presence of aerosol reduces the reflection back to space over the reflective land surfaces but leads
to increased reflection back to space over the less reflective Mediterranean Sea and Atlantic Ocean
(Figures 3a and 4a).

Both AM4 and CESM’s radiative parameterizations overestimate the global mean radiation reflected to space
by their own aerosols (Figures 3a and 4b) by 0.2 W/m2 and 0.3 W/m2, respectively, and underestimate their
aerosol’s global mean absorption by 0.9 W/m2 and 0.2 W/m2, respectively (Figures 3d and 4d). In the regions
of AM4’s strongest aerosol absorption (Figure 3c) IRE errors exceed 5 W/m2 (Figure 3d) and the global mean
represents an error of 20%. AM4’s aerosol IRE errors at the TOA and for absorption in the atmosphere
(Figures 3b and 3d) are both highly correlated with the aerosol IRE on atmospheric absorption (Figure 3c)
with R2 = 0.908 and R2 = 0.791, respectively. However, the same is not true for CESM, which has much lower
correlations of atmospheric absorption aerosol IRE with the TOA IRE error (R2 = 0.029) and absorption IRE
error (R2 = 0.0002). This highlights the need for individual benchmark calculations to get at the differing rela-
tionships between IRE, error, and aerosol optical properties for each model.

Figure 4. Diagnostics of aerosol IRE and error for CESM 1.2.2. (a) Diurnally averaged shortwave aerosol IRE for net upward flux at the TOA for vernal equinox, 2005.
(b) Error in Figure 4a defined as CESMminus benchmark calculations. (c) Same as Figure 4a but for atmospheric absorption. (d) Same as Figure 4b but for atmospheric
absorption. (e) Same as Figure 4a but for downward flux at the surface. (f) Same as Figure 4b but for downward flux at surface.
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Aerosol IRE at the surface is overestimated by AM4 and slightly underestimated by CESM (Figures 3f and 4f)
with global means of 1.0 W/m2 and �0.1 W/m2, respectively. CESM’s small global average error is partly the
result of compensating regional effects and partly due to a smaller root-mean-square (RMS) error: CESM’s
RMS error is 0.4 W/m2 compared to AM4’s 1.3 W/m2. The fact that AM4’s error in absorption (Figure 3d)
and error at the surface (Figure 3f) are much greater than at TOA (Figure 3b) indicates that the

Figure 5. Benchmark diagnostics of (a and b) aerosol frequency distributions, weighted by net upward TOA cloud-free, aerosol-free flux, (c and d) aerosol IRE
for net upward flux at the TOA, and (e and f) aerosol IRE error at the TOA, defined as GCM minus benchmark calculations as functions of column aerosol single-
scattering albedo (SSA) and optical depth (AOD) across all bands and time steps for GFDL AM4 (Figures 5a, 5c, and 5e) and CESM (Figures 5b, 5d, and 5f). The
corresponding univariate PDFs of frequency (solid), aerosol IRE (dashed), and aerosol IRE error (dotted) are shown on the bottom (as a function of SSA) and right (as a
function of AOD) axes of each plot.
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predominant problem with the AM4 radiative parameterization is excessive transmission of incoming solar
radiation through aerosols to the surface that should be absorbed in the atmospheric column, rather than
excessive reflection by aerosols back to space.

Together, Figures 2–4 show that the use of a small number of profiles in either of these models is potentially
biased relative to true global, diurnal averages. A simple Monte Carlo analysis indicates that over 1,500 pro-
files are needed to estimate global IRE values to within 0.1 W/m2, and while more advanced techniques are
possible (Kroese et al., 2011), they require model-specific optimization. Furthermore, even with an unbiased
global average error, there is no dispositive information or at least information that can be used to test
hypotheses about sources of model IRE error.

3.2. Error as a Function of Aerosol Optical Properties

From the same diagnostics, we can also evaluate IRE errors as a function of model-specific aerosol optical
properties. This not only reveals whether parameterizations have problems with certain aerosol characteris-
tics but also summarizes and compares the distributions of aerosol optical properties. Figure 5 shows an
analysis of aerosol IRE and error at TOA as a function of column aerosol optical properties, namely, AOD
and SSA. Similar plots for atmospheric absorption and at the surface can be found in the supporting informa-
tion. The frequency is weighted by the cloud-free, aerosol-free flux at the TOA to preference aerosols that
may have the largest influence on TOA flux (Figures 5a and 5b). We also explicitly account for the spectrally
varying contributions to aerosol IRE and its associated error by representing each spectral band’s optical
properties, aerosol IRE, and associated error on the same plot (Figures 5c–5f), rather than ascribing broad-
band IRE and IRE error to visible-band optical properties (as is often the case in previous studies). Each bin
represents the portion of the spectrally integrated global and diurnal average contributed by the model
columns with optical properties falling within the bin’s bounds. Therefore, summing each bin’s values results
in the spectrally integrated, global, diurnal average.

Our results show that for both models, the bulk of the globe is covered by aerosols with optical depth less
than 0.1 (Figures 5a and 5b). Single-scattering albedo peaks at 0.92–0.94 for AM4 but is bimodal for CESM
with a maximum peak at 0.94–0.96. For CESM the peak in the aerosol IRE probability density function
(PDF) is shifted to higher AOD (Figure 5d dashed line), relative to the AOD frequency distribution (solid line),
whereas the contribution to IRE for AM4 is proportional to the distribution of optical properties (Figure 5c).
For both AM4 and CESM the distribution of aerosol IRE error is shifted toward lower SSA, relative to the
PDFs of IRE and aerosol SSA frequency (Figures 5e and 5f). These panels also indicate that varying degrees
of error compensation exists between aerosols of differing SSA: the negative error values (in blue) for AM4
and especially for CESM show that high SSA aerosols’ contribution to the IRE error is of opposite sign from
the average effect. These results indicate that the contribution to the error by aerosols of differing AOD
and SSA differs between the two models, as shown in Figures 5d and 5f. Experiments using prescribed
aerosols to uncover errors would need to project their results onto the model’s actual distribution of optical
properties in order to characterize the relevance of their estimations of errors to a participating model’s true
error. No such projection is required with the diagnostics presented here.

4. Conclusions

The persistent range in direct natural and anthropogenic aerosol forcing across successive phases of CMIP
demands a novel approach to diagnosing model error sources. The method presented here provides new
and targeted diagnostics for aerosol IRE in a way that leverages the rising computational infrastructure that
can now solve line-by-line radiative transfer with scattering on a model’s native spatial grid. These resulting
calculations can be used to infer information about and ultimately test hypotheses on, sources of radiative
parameterization IRE error. Additionally, the method can be readily adapted to evaluate the contribution of
known error sources including the coarse spectral and angular representation of surface reflectance and
condensate optics to aerosol IRE error.

We have presented here proof-of-concept calculations and diagnostics for RFMIP Aerosol-IRF, which already
reveal some disquieting results for AM4 and CESM. Using a unique protocol, we tested these models’ radia-
tion schemes over a wide range of meteorological, surface, and aerosol conditions and revealed subtle errors
in IRE that are not readily apparent in the global mean or a small subset of columns. At TOA the global
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average IRE errors due only to radiative parameterizations are the same order of magnitude as the anthropo-
genic direct aerosol forcing reported in AR4 and AR5 (Myhre et al., 2013). Since aerosol absorption has a direct
impact upon the hydrological cycle (Ming et al., 2010; Persad et al., 2012; Pendergrass & Hartmann, 2012), the
fact that AM4 is missing 20% of its aerosol absorption implies that its hydrological response to aerosol forcing
is likewise too weak. For CESM, compensating errors suggest that the model’s change in evaporation due to
aerosol forcing will be too weak over the ocean but too strong over land. These errors must be addressed
within each model to more accurately simulate the climate response to aerosols.

This targeted diagnostic approach is distinct from, and complementary to, other aerosol model and radiative
parameterization intercomparison exercises, because it evaluates models without prescribing aerosol emis-
sions or distributions. Working with the diagnostics demonstrated here, modeling centers can evaluate the
sources of error and their importance to the model. By participating in RFMIP Aerosol-IRF, we expect that
the modeling centers will receive detailed error information that they can then use to target development
efforts to reduce their aerosol forcing error. Modeling centers interested in participating should review the
steps to participation listed on the RFMIP-Aerosol-IRF webpage (https://goo.gl/BhUVdj).

An additional benefit is that with broad participation, we can quantify the true range of aerosol forcing for
CMIP6 without the artifacts of radiative parameterization errors. Given the disparate results of these two
models when running with prescribed aerosol emissions, this benefit will be timely for CMIP6. Ultimately,
novel approaches for multimodel diagnostics such as the one discussed here need to be considered so that
model errors are identified and resolved. New methods are needed to reduce uncertainty in climate model
projections, and the diagnostics described here support an approach that ensures that the range of reported
model results is due to climate feedback processes (structural and parametric uncertainty) rather than to
forcing error.
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